ICO launches AI and biometrics strategy to tackle risks and rebuild public trust
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The UK Information Commissioner’s Office (ICO) has unveiled a wide-ranging AI and Biometrics Strategy aimed at managing the risks of emerging technologies while safeguarding individual rights. The plan responds to growing public concerns over artificial intelligence, particularly in police facial recognition and automated decision-making in recruitment and public services.
Launched recently, the strategy outlines a proactive regulatory agenda focused on high-risk applications that deliver public benefits but carry significant ethical concerns. Key measures include a statutory code of practice for AI, audits of police use of facial recognition, and guidance on the use of personal data in training generative AI models.
“The same data protection principles apply now as they always have—trust matters, and it can only be built by organisations using people's personal information responsibly,” said Information Commissioner John Edwards. His remarks underscore the ICO’s ambition to rebuild public confidence in AI technologies.
Despite mounting interest, adoption of AI tools remains limited. In 2024, just 8% of organisations used AI for decision-making involving personal data, and only 7% employed facial or biometric recognition. This slow uptake reflects public scepticism, particularly around biometric surveillance and algorithmic hiring practices.
To enhance accountability, the ICO plans to audit how police use facial recognition systems and will publish its findings. This follows rising concerns over bias, transparency and fairness in AI systems. A recent report from the Ada Lovelace Institute called for comprehensive legal clarity, highlighting serious gaps in current UK regulation of facial recognition in both public and private sectors.
Critics have described the UK’s regulatory environment as a “wild west” for biometrics, warning of unchecked misuse and threats to civil liberties. In 2024 alone, police scanned nearly five million faces, leading to more than 600 arrests. While the Home Office defends the technology as essential for policing, campaigners argue that stronger legal safeguards are urgently needed.
The ICO has reaffirmed its commitment to enforcement, stressing the importance of proportionality, accuracy and bias mitigation in deploying biometric tools. Its strategy promotes transparency and fairness as foundational principles for any future AI implementation.
As the regulatory landscape evolves, the ICO’s initiative marks a pivotal step in shaping how AI and biometric technologies are governed in the UK. The strategy calls for ongoing dialogue between developers, regulators and civil society to ensure that these powerful tools serve the public interest and respect fundamental rights.
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